
 

Warm-Up 

Consider the series ∑ 𝑎𝑛

∞

𝑛=1

(𝑥 − 2)𝑛−1 =  4 −
4

3
(𝑥 − 2) +

4

9
(𝑥 − 2)2 −

4

27
(𝑥 − 2)3 + ⋯ 

 

(a) Find ∑ 𝑎𝑛

∞

𝑛=1

(𝑥 − 2)𝑛−1  when 𝑥 = 1 

 

 

 

(b) Determine if ∑ 𝑎𝑛

∞

𝑛=1

(𝑥 − 2)𝑛−1 is absolutely convergent, conditionally convergent, or divergent when 𝑥 = 4. 

 

 

 

(c) Differentiating the individual terms of the series creates a new series given below: 

∑ 𝑏𝑛

∞

𝑛=1

= −
4

3
+

4 ∙ 2

9
(𝑥 − 2) −

4 ∙ 3

27
(𝑥 − 2)2 + ⋯ (−1)𝑛

4𝑛

3𝑛
(𝑥 − 2)𝑛−1 + ⋯ 

Find the interval of convergence for the series ∑
𝑏𝑛

𝑛2

∞

𝑛=1
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Lesson Overview 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Guided Practice  
 

To get us thinking about how Taylor polynomials work or what they really are, let′s think about  
something that is more understandable and awesome!   Let′s talk about "cloning" my dog Buddy. 
 

Imagine we had a machine that could actually clone my dog for us. 
To make this machine work, we need to program all of the  
properties or traits of my dog Buddy so it could make a copy.   
So, let′s start to feed the machine some properties … 
 
So, I enter the fact that Buddy is brown.  
 
 

 

 

 

 

  

 

 

 

WHAT WE ARE GOING TO DO WHAT YOU SHOULD ALREADY KNOW 

• Introduce the Taylor Polynomials 
and approximations 

• Clone the world’s cutest dog 

• Begin to see a connection and 
application of our study of series 

• Find derivatives of known functions 

• Be familiar with polynomials 

• Write an equation of a tangent line 
 

WHAT YOU WILL BE ABLE TO DO 

 

Given 𝑓(𝑥) = 𝑠𝑖𝑛(𝑥) .  Find an approximation of sin(0.2)  using a 2nd degree Maclaurin  

polynomial centered at 𝑐 = 0. 

 

 Question:  How do I find a second degree Taylor polynomial?  
 

 



 

We can take a similar approach to "clone" functions.  This introduces the concept of a Taylor Polynomial. 
 

Let′s address three important questions about Taylor Polynomials … 

 

1.  What exactly is a Taylor Polynomial? 

2.  Why are they important?  

3.  Have we been secretly doing these all along without realizing it? 

 

 

 

𝐖𝐡𝐚𝐭 𝐢𝐬 𝐚 𝐓𝐚𝐲𝐥𝐨𝐫 𝐏𝐨𝐥𝐲𝐧𝐨𝐦𝐢𝐚𝐥? 

 

Consider the function 𝑓(𝑥) = 𝑒𝑥 

 

Put yourself in the year 1715 … how would you find 𝑓(0.1) = 𝑒0.1? 

 

 

We don't have a simple way to evaluate expressions like 𝑒0.1, 
but could we approximate them? 

 

This is the idea behind Taylor polynomials.  Taylor polynomials 

are a way to approximate "ugly" functions with "prettier" ones. 
 

Polynomials are nice functions because they only require 

arithmetic to evaluate 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

To create a polynomial that approximates a function, we will essentially 𝒄𝒍𝒐𝒏𝒆 the function! 
 

 

𝐔𝐠𝐥𝐲 𝐅𝐮𝐧𝐜𝐭𝐢𝐨𝐧𝐬 𝐏𝐫𝐞𝐭𝐭𝐲 (𝐍𝐢𝐜𝐞𝐫) 𝐅𝐮𝐧𝐜𝐭𝐢𝐨𝐧𝐬 

𝑒𝑥 1 + 𝑥 +
𝑥2

2
 

ln(𝑥) (𝑥 − 1) −
(𝑥 − 1)2

2
+

(𝑥 − 1)3

3
 

sin(𝑥) 𝑥 −
𝑥3

3!
+

𝑥5

5!
 

cos(𝑥) 1 −
𝑥2

2!
+

𝑥4

4!
 

tan−1(𝑥) 𝑥 −
𝑥3

3
+

𝑥5

5
 



Cloning a function 

 

1. Pick a value 𝑐 where 𝑓(𝑥) and 𝑃(𝑥) have the same value: 

                                         𝑓(𝑐) = 𝑃(𝑐) 

We say that our polynomial is 𝐜𝐞𝐧𝐭𝐞𝐫𝐞𝐝 𝐚𝐭 𝒄 or 𝐞𝐱𝐩𝐚𝐧𝐝𝐞𝐝 𝐚𝐛𝐨𝐮𝐭 𝒄 

 

 

There are infinitely many polynomials that will pass through a 

given point, so we need to find more traits to match at the center. 
 

 

 

2.  We can also match the slopes of our polynomial with the slope of the function: 

                                        𝑓′(𝑐) = 𝑃′(𝑐) 

 

 

𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟏:  Find a first degree polynomial centered at 𝑥 = 0 for 𝑓(𝑥) = 𝑒𝑥 

 

𝐀𝐧𝐬𝐰𝐞𝐫 𝐭𝐨 𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟏:                 
 

 

 

 

 

 

 

 

 

 

 

 

 

Notice that our approximation is close to 𝑓(𝑥) as long as we are close to our center.  But, to get a 

better clone, we need to match more traits. 
 

 

𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟐:  Find a second degree polynomial centered at 𝑥 = 0 for 𝑓(𝑥) = 𝑒𝑥 

 

 

 

 

 

 

 

 

 

 

 

 



We could continue to match up characterics to form polynomials that become better and better  
clones for 𝑓(𝑥) = 𝑒𝑥.  If we matched up infinitely many derivatives, we would end up creating a  
Power Series! 
 

 

𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟑:  Find a third degree polynomial centered at 𝑥 = 0 for 𝑓(𝑥) = sin(𝑥).   
                          Use this polynomial to approximate sin(0.2). 
 

 

 

 

 

 

 

 

 

 

 

 

𝐃𝐞𝐟𝐢𝐧𝐢𝐭𝐢𝐨𝐧 𝐨𝐟 𝐚 𝐓𝐚𝐲𝐥𝐨𝐫 𝐏𝐨𝐥𝐲𝐧𝐨𝐦𝐢𝐚𝐥 
 

Let′s see if we can come up with a general rule that can be used to quickly find a polynomial  
approximation for any elementary function this is differentiable to the degree of the polynomial. 
 

Our previous examples were all centered at 0, but let′s consider a more general case where the  
polynomial is entered at 𝑥 = 𝑐. 
 

𝑃𝑛(𝑥) = 𝑎0 + 𝑎1(𝑥 − 𝑐) + 𝑎2(𝑥 − 𝑐)2 + 𝑎3(𝑥 − 𝑐)3 + 𝑎4(𝑥 − 𝑐)4 … 𝑎𝑛(𝑥 − 𝑐)𝑛 

 

We need to match up traits of our polynomial with our function 𝑓(𝑥).  𝑆o, we need: 

𝑓(𝑐) = 𝑃𝑛(𝑐)                        𝑓′(𝑐) = 𝑃𝑛′(𝑐)                  𝑓′′(𝑐) = 𝑃𝑛′′(𝑐)           …             𝑓(𝑛)(𝑐) = 𝑃𝑛
(𝑛)

(𝑐) 

 

 

Let′s start by finding the derivatives of 𝑃𝑛(𝑥): 
 

𝑃𝑛(𝑥) = 𝑎0 + 𝑎1(𝑥 − 𝑐) + 𝑎2(𝑥 − 𝑐)2 + 𝑎3(𝑥 − 𝑐)3 + 𝑎4(𝑥 − 𝑐)4 … + 𝑎𝑛(𝑥 − 𝑐)𝑛 

 

𝑃𝑛
′(𝑥) = 0 + 𝑎1 + 2𝑎2(𝑥 − 𝑐)1 + 3𝑎3(𝑥 − 𝑐)2 + 4𝑎4(𝑥 − 𝑐)3 … + 𝑛𝑎𝑛(𝑥 − 𝑐)𝑛−1 

 

𝑃𝑛
′′(𝑥) = 2𝑎2 + 3 ∙ 2𝑎3(𝑥 − 𝑐) + 4 ∙ 3𝑎4(𝑥 − 𝑐)2 + ⋯ + 𝑛(𝑛 − 1)𝑎𝑛(𝑥 − 𝑐)𝑛−2 

 

𝑃𝑛
(3)(𝑥) = 3 ∙ 2𝑎3 + 4 ∙ 3 ∙ 2𝑎4(𝑥 − 𝑐) + ⋯ + 𝑛(𝑛 − 1)(𝑛 − 1)𝑎𝑛(𝑥 − 𝑐)𝑛−3 

 

𝑃𝑛
(𝑛)(𝑥) = 𝑛(𝑛 − 1)(𝑛 − 2)(𝑛 − 3) … (2)(1)𝑎𝑛 

 

 

 

 

 



Now, we can begin to find 𝑎0, 𝑎1, 𝑎2, … , 𝑎𝑛 by letting 𝑥 = 𝑐 in our equations: 
 

𝒇(𝒄) = 𝑷𝒏(𝒄) 

 

𝑓(𝑐) = 𝑎0 + 𝑎1(𝑐 − 𝑐) + 𝑎2(𝑐 − 𝑐)2 + 𝑎3(𝑐 − 𝑐)3 + 𝑎4(𝑐 − 𝑐)4 … + 𝑎𝑛(𝑐 − 𝑐)𝑛 = 𝑎0 

 

𝑓(𝑐) = 𝑎0 

 

 

𝒇′(𝒄) = 𝑷𝒏′(𝒄) 

 

𝑓′(𝑐) = 𝑎1 + 2𝑎2(𝑐 − 𝑐)1 + 3𝑎3(𝑐 − 𝑐)2 + 4𝑎4(𝑐 − 𝑐)3 … + 𝑛𝑎𝑛(𝑐 − 𝑐)𝑛−1 = 𝑎1 

 

𝑓′(𝑐) = 𝑎1 

 

 

𝒇′′(𝒄) = 𝑷𝒏′′(𝒄) 

 

𝑓′′(𝑐) = 2𝑎2 + 3 ∙ 2𝑎3(𝑐 − 𝑐) + 4 ∙ 3𝑎4(𝑐 − 𝑐)2 + ⋯ + 𝑛(𝑛 − 1)𝑎𝑛(𝑐 − 𝑐)𝑛−2 = 2𝑎2 

 

𝑓′′(𝑐) = 2𝑎2 → 𝑎2 =
𝑓′′(𝑐)

2
 

 

 

𝒇(𝒏)(𝒄) = 𝑷𝒏
(𝒏)

(𝒄) 

 

𝑓(𝑛)(𝑐) = 𝑛(𝑛 − 1)(𝑛 − 2)(𝑛 − 3) … (2)(1)𝑎𝑛 → 𝑎𝑛 =
𝑓(𝑛)(𝑐)

𝑛!
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝐃𝐞𝐟𝐢𝐧𝐢𝐭𝐢𝐨𝐧𝐬 𝐨𝐟 𝒏𝐭𝐡 𝐓𝐚𝐲𝐥𝐨𝐫 𝐏𝐨𝐥𝐲𝐧𝐨𝐦𝐢𝐚𝐥 𝐚𝐧𝐝 𝒏𝐭𝐡 𝐌𝐚𝐜𝐜𝐥𝐚𝐮𝐫𝐢𝐧 𝐏𝐨𝐥𝐲𝐧𝐨𝐦𝐢𝐚𝐥 

If 𝑓 has n derivatives at c, then the polynomial 
 

 𝑃𝑛(𝑥) = 𝑓(𝑐) + 𝑓′(𝑐)(𝑥 − 𝑐) +
𝑓′′(𝑐)(𝑥 − 𝑐)2

2!
+ ⋯ +

𝑓(𝑛)(𝑐)(𝑥 − 𝑐)𝑛

𝑛!
 

  is called the 𝑛th 𝐓𝐚𝐲𝐥𝐨𝐫 𝐩𝐨𝐥𝐲𝐧𝐨𝐦𝐢𝐚𝐥 for 𝑓 at 𝑐. 

 
 

If 𝑐 = 0: 

𝑃𝑛(𝑥) = 𝑓(0) + 𝑓′(0)(𝑥) +
𝑓′′(0)(𝑥)2

2!
+ ⋯ +

𝑓(𝑛)(0)(𝑥)𝑛

𝑛!
 

 
is called the 𝑛th 𝐌𝐚𝐜𝐥𝐚𝐮𝐫𝐢𝐧 𝐩𝐨𝐥𝐲𝐧𝐨𝐦𝐢𝐚𝐥 for 𝑓. 
 



𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟒:  Find a 2nd degree Taylor polynomial for 𝑓(𝑥) = cos(𝑥)  centered at 𝑥 =
𝜋

3
 

 

𝑃𝑛(𝑥) = 𝑓(𝑐) + 𝑓′(𝑐)(𝑥 − 𝑐) +
𝑓′′(𝑐)(𝑥 − 𝑐)2

2!
+ ⋯ +

𝑓(𝑛)(𝑐)(𝑥 − 𝑐)𝑛

𝑛!
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟓:  The functions 𝑓 and 𝑔 are differentiable for all orders 𝑛.  Find a third degree Taylor  

                          polynomial for 𝑔(𝑥) centered at 𝑥 = 1 where 𝑔(𝑥) = ∫ 𝑓(𝑡)𝑑𝑡
𝑥

1

   

 

 

 

 

 

Check for Understanding 
 

𝐏𝐫𝐚𝐜𝐭𝐢𝐜𝐞 𝟏:   Find a second degree Maclaurin polynomial for 𝑓(𝑥) = 𝑒2𝑥.   
 

 

 

 

 

 

𝐏𝐫𝐚𝐜𝐭𝐢𝐜𝐞 𝟐:   Find a third degree Taylor polynomial for 𝑔(𝑥) = 𝑙𝑛(𝑥)  centered at 𝑥 = 1.   
 

 

 

 

 

 

𝐏𝐫𝐚𝐜𝐭𝐢𝐜𝐞 𝟑:   A function ℎ has derivatives of all orders at 𝑥 = 0.  It is known that  ℎ(0) = 2, ℎ′(0) = −1, 

                          and ℎ(𝑛)(0) =
𝑛2

𝑛!
  for 𝑛 ≥ 2.  Find a third degree Maclaurin Polynomial for ℎ(𝑥). 

 

 

𝑥 𝑓(𝑥) 𝑓′(𝑥) 𝑓′′(𝑥) 𝑓′′′(𝑥) 

1 2 −3 1 −6 



 

 

 
𝐏𝐫𝐚𝐜𝐭𝐢𝐜𝐞 𝟒:   A function 𝑔 has derivatives of all orders at 𝑥 = 0.  𝑃1(𝑥) is the first degree Maclaurin 

                         polynomial for 𝑔 about 𝑥 = 0.  If 𝑔(0) = 2 and 𝑃1(1) = −4, find 𝑔′(0). 

 

 

 

 

 

 

Debrief and Summary 

 

ENDURING UNDERSTANDINGS KEY TAKEAWAYS 

 
Power series allow us to represent 
associated functions on an 
appropriate interval. 

• A Taylor polynomial allows us to approximate more 

complicated functions 

• In many cases, as the degree of the Taylor polynomial 

increases, the polynomial will approach the original 

function over some interval 

• Taylor polynomials can be extended to Taylor series 

and leads to the idea of Power series. 
 

COMMON ERRORS, MISCONCEPTIONS & PITFALLS 

 

 

 

 

 

 
• To find a Taylor polynomial, we must consider the “center” 

• We must find the values of f and its derivatives at the center 

• Taylor polynomials are approximations, but we have not learned 
how “good” they are at approximating our desired function…yet! 
 

 



AP Exam Practice 
 

𝐀𝐏 𝐏𝐫𝐚𝐜𝐭𝐢𝐜𝐞 𝐏𝐫𝐨𝐛𝐥𝐞𝐦 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A function 𝑓 has derivatives of all orders for all values of 𝑥.  A portion of the graph of 𝑓 is shown above  

 with the line tangent to the graph of 𝑓 at 𝑥 = 2.  Let 𝑔 be the function defined by 𝑔(𝑥) = 3 + ∫ 𝑓(𝑡)𝑑𝑡
𝑥

2

 

 

 

 
(a) Find the second degree Taylor polynomial, 𝑃2(𝑥), for 𝑔(𝑥) centered at 𝑥 = 2. 
 

 

 

 

 

 
(b) Does 𝑔(𝑥) have a local minimum, local maximum, or neither at 𝑥 = 2?   

       Give a reason for your answer. 

 

 

 

 

 

(c) Consider the geometric series ∑ 𝑎𝑛

∞

𝑛=1

 where 𝑎1 = 𝑔′(2) and 𝑎2 = 𝑃2
′(𝑥) − 1.   

       Find ∑ 𝑎𝑛

∞

𝑛=1

 when 𝑥 =
13

6
. 

 

 

 

 

 


